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I. Probability 

 a. permutations and combinations 

 b. conditional probability 

 c. the addition rule 

 d. the multiplication rule 

 e. the subtraction rule 

f. Bayes’ theorem 

 

 

II. Special Distributions: You should be familiar with the following special probability 

distributions and the relationships between these distributions. 

 a. Binomial Distribution 

 b. Normal Distribution 𝑁(𝜇, 𝜎2)  

 c. Standard Normal Distribution 𝑁(0,1) 

 d. Chi-Square Distribution 𝜒𝑘
2 

 e. Student t Distribution 

 f. F Distribution 𝐹(𝑛, 𝑚) 

 g. Poisson Distribution 

 i. Exponential Distribution 

 

 

III. Point Estimation 

We normally use �̅� =
1

𝑛
∑ 𝑋𝑖 as an estimator for the population mean 𝜇 and 𝑠𝑥

2 =
1

𝑛−1
∑(𝑋𝑖 − �̅�)2 

as an estimator for the population variance 𝜎𝑥
2.  

 

 

 

III. Confidence Intervals: Be able to derive confidence intervals for the following cases. 

a. population mean when the true variance is known 

 use the fact that 
�̅�−𝜇
𝜎

√𝑛⁄
 ∼ 𝑁(0,1)  

b. population mean when the true variance is unknown 

use the fact that 
�̅�−𝜇

𝑠𝑥

√𝑛
⁄

 ∼ 𝑆𝑡𝑢𝑑𝑒𝑛𝑡 𝑡 with n-1 degrees of freedom 

c. population variance 

 use the fact that 
(𝑛−1)𝑠𝑥

2

𝜎𝑥
2 ∼ 𝜒𝑛−1

2  

d. population proportion 

use the fact that �̂� ∼ 𝑁 (𝜋,
�̂�(1−�̂�)

𝑛
) 
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IV. Hypothesis Testing: Be able to test hypotheses about the following 

a. population mean when the true variance is known 

 use the fact that  
�̅�−𝜇

𝜎𝑥

√𝑛
⁄

 ∼ 𝑁(0,1) 

b. population mean when the true variance is unknown 

 use the fact that 
�̅�−𝜇

𝑠𝑥

√𝑛
⁄

 ∼ 𝑆𝑡𝑢𝑑𝑒𝑛𝑡 𝑡 with n-1 degrees of freedom 

c. population variance 

 use the fact that 
(𝑛−1)𝑠𝑥

2

𝜎𝑥
2 ∼ 𝜒𝑛−1

2  

d. population proportion 

use the fact that that �̂� ∼ 𝑁 (𝜋,
�̂�(1−�̂�)

𝑛
)  

e. difference between two population means when their variances are known 

 use the fact that  
(�̅�−�̅�)−(𝜇𝑥−𝜇𝑦)

√
𝜎𝑥

2

𝑛𝑥
+

𝜎𝑦
2

𝑛𝑦

 ∼ 𝑁(0,1)  

f. difference between two population means when their variances are unknown but we can assume 

that the variances are the same. 

 use the fact that
(�̅�−�̅�)−(𝜇𝑥−𝜇𝑦)

√𝑠2(
𝑛𝑥+𝑛𝑦

𝑛𝑥𝑛𝑦
)

 ∼ 𝑆𝑡𝑢𝑑𝑒𝑛𝑡 𝑡 with 𝑛𝑥 + 𝑛𝑦 − 2 degrees of freedom where 

𝑠2 =
(𝑛𝑥−1)𝑠𝑥

2+(𝑛𝑦−1)𝑠𝑦
2

𝑛𝑥+𝑛𝑦−2
. 

g. difference between two population means when their variances are unknown but our sample 

sizes are very, very large. 

 use the fact that  
(�̅�−�̅�)−(𝜇𝑥−𝜇𝑦)

√
𝑠𝑥

2

𝑛𝑥
+

𝑠𝑦
2

𝑛𝑦

 → 𝑁(0,1)  

h. difference between two population means when their variances are unknown and our sample 

sizes are small. 

 use the fact that 
(�̅�−�̅�)−(𝜇𝑥−𝜇𝑦)

√
𝑠𝑥

2

𝑛𝑥
+

𝑠𝑦
2

𝑛𝑦

 → Student t distribution with the smaller of (𝑛𝑥 − 1) and 

(𝑛𝑦 − 1) degrees of freedom (this is an approximation) 

i. the equality of two population variances 

 use the fact that 

𝑠𝑥
2

𝜎𝑥
2⁄

𝑠𝑦
2

𝜎𝑦
2⁄

 ∼ 𝐹(𝑛𝑥 − 1, 𝑛𝑦 − 1).  

j. the equality of two population proportions 

 use the fact that �̂�1 − �̂�2 ~𝑁 (𝜋1 − 𝜋2,
𝜋1 (1−𝜋1)

𝑛1
+ 

𝜋2(1−𝜋2)

𝑛2
) 

note that if 𝜋1 = 𝜋2, then    
𝜋1 (1−𝜋1)

𝑛1
+  

𝜋2(1−𝜋2)

𝑛2
=  𝜋(1 − 𝜋) (

1

𝑛1
+

1

𝑛2
) and we use �̂� = 

𝑋1+𝑋2

𝑛1+𝑛2
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V. Regression: Be able to do hypothesis testing with regression output 

 

For simple hypotheses like 𝐻0: 𝛽2 = 0, use the fact that 
𝑏−𝛽

𝑆𝐸𝑏
  ~ Student t distribution with N-k 

degrees of freedom. 

 

For hypotheses like 𝐻0: 𝛽2 = 𝛽3 = ⋯ = 𝛽𝑘 = 0, use the fact that 
(𝑇𝑆𝑆−𝑅𝑆𝑆)

𝑘−1⁄

𝑅𝑆𝑆
(𝑁−𝑘)⁄

 ~ F(k-1,N-k) where 

k is the number of parameters in the regression equation. 


