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(or lack thereof) of our own recognition that cultural diversity can and does play a large role in the conduct of psychological research. Also, even among those who have felt that such issues are important, there are often insufficient resources by which we could learn more about them and impart them to our students.

This book addresses that void. It summarizes many of the key issues that concern cultural diversity in relation to methodology and statistics in research. It gives students and faculty alike some tools with which they can critically evaluate cross-cultural research better than they can with the traditional textbook pointers on methods and statistics. It gives students tips on how to conduct their own cross-cultural research. It provides a more detailed bibliography for further reading and study on these issues. Finally, it provides background material about cross-cultural psychology and research in general.

Who This Book Is For

This book is intended for use in undergraduate research methods and statistics courses in psychology or sociology, at either the upper or lower level. It can also be used as a supplement in cross-cultural psychology courses at the undergraduate or graduate level. In some cases, it may also be used as a brief review of these issues in graduate-level methods and statistics courses.

The book is written at an introductory, undergraduate level, in language that is relatively easy to follow. The straightforward examples demonstrate how cultural differences in response tendencies can be teased out of a data set.

This book is meant to supplement textbooks and other resources on research methods and statistics that are already available. It is not meant to be used as a substitute for training in traditional methodology and data analysis. Instead, it is a general yet scholarly introduction to these issues, in most cases to be used after students have had some exposure to issues of sampling, measurement, and elementary data analysis.

This book, to my knowledge, is the only resource that is available on these issues that is written for a general, undergraduate audience.

How This Book Works

The book is divided into six chapters and a reference section:

- Chapter 1 is a brief primer on cross-cultural psychology and research.
- Chapter 2 provides a brief introduction to the importance of research methods and statistics and the process of doing research.
- Chapter 3 describes in detail how cultures can influence decisions concerning research methodology, including sampling, measurement, and procedures.
- Chapter 4 describes a variety of statistical techniques that can be used to deal with cultural differences in response sets, as well as cultural influences on the interpretation of data from cross-cultural studies.
- Chapter 5 provides students with tips on how to conduct their own cross-cultural studies.
- Chapter 6 offers a conclusion to the book.
- The last section, References and Resources, is a bibliographical listing of a variety of resources on culture in general and on cross-cultural research methods in specific. These resources are much more advanced, written mostly for researchers who are serious about continuing their study of cross-cultural research methods.

Most courses, instructors, and main textbooks provide information that overlaps one or more of these areas. This means that the information in one or more of these chapters is probably redundant with something you are already studying. To help you identify those areas in this book that are not already covered in your course—and thus eliminate the redundancy—read the section entitled A Message to Teachers and Students: How Best to Use This Book, beginning on page xv.

You will find that using this book in your course does much more justice to the issues of cultural diversity than simply adding example boxes or small sections to existing textbooks. Yet it is a manageable addition to your students' reading list in a one- or two-semester course on methods and statistics. This approach also gives you the power to choose which chapters of this book are most appropriate for your class.
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A Message to Teachers and Students: How Best to Use This Book

Culture in Research Methods and Statistics?

You may be wondering why on earth you are about to learn about how culture influences research methods and statistics in psychology. If you have doubts about how and why culture should be taught in your methods and statistics courses, you are definitely not alone.

Issues of culture and diversity are very fashionable now on university and college campuses across America. Many psychology departments are struggling to find ways to infuse their curricula with resources on culture and with faculty who are knowledgeable about diversity and who can meet the challenges of our changing world. In psychology, most of our efforts have involved the addition of courses on cultural diversity and cross-cultural psychology. Also, many psychology departments and faculties are incorporating issues of culture and diversity in other, mainstream psychology courses. Thus, it is not uncommon today to learn about cross-cultural issues in introductory psychology, development, clinical, abnormal, and social psychology.

Still, courses on research methods and statistics have traditionally been insulated against this onslaught of innovations. Indeed, many faculty and students alike have felt that culture does not affect the conduct of research or data analysis. Few people give second thought to the possibility that culture may influence research. Consequently, issues of cultural diversity are not typically covered in courses on methods and statistics.
The goal of this book is to let you know that culture can, and does, have dramatic effects on the ways in which we conduct research and analyze data in psychology. Here we will describe many of those ways to you, so that you can better understand exactly how, and why, these effects occur. If you read closely, you will probably see that many of the issues described in this book are actually extensions of general issues in research methodology and statistics. The only unique thing about them is that they are manifestations of those issues with regard to cultural influences. In addition, you will find issues that are truly unique to research across cultures, such as problems related to translation.

As you read and learn more about cultural influences in methodology and statistics, you will also notice that many of these issues are applicable not only to the conduct of research in different countries and nations, but also to research comparing people of different ethnicities and races, both within and across countries, as well as across gender. We hope that you apply many of the cross-cultural issues that you learn here to these other types of research as well.

The Structure of This Book and How Best to Use It

As described in the preface, this book is divided into six chapters and a section on references and resources, each with a different purpose and audience. It is important for you to choose which sections are most germane to your class.

- Chapter 1 is a brief primer on cross-cultural psychology and research. This material is intended for students who have had no training in cross-cultural research or psychology.
- Chapter 2 provides a brief introduction to the importance of research methods and statistics and the process of doing research. This material is intended for students who have had no training in research methods.
- Chapter 3 describes in detail how culture can influence decisions concerning research methodology, including sampling, measurement, and procedures. This material is intended for students who have training in research meth-
- Chapter 4 describes a variety of statistical techniques that can be used to deal with cultural differences in response sets, as well as cultural influences on the interpretation of data from cross-cultural studies. This material is intended for students who have had training in statistics, particularly one- and two-factor analysis of variance and chi-square.
- Chapter 5 provides students with tips on how to conduct their own cross-cultural studies. This material is intended for students who will be conducting their own project.
- Chapter 6 offers a conclusion to the book, appropriate for all readers.

The last section, References and Resources, is a bibliographical listing of a variety of resources on culture in general and on cross-cultural research methods in particular. This material is intended for students who want to do more reading on cross-cultural psychology or research methods.

Most courses, instructors, and main textbooks provide information that overlaps one or more of these areas. This means that the information in one or more of these chapters is probably redundant with something you are already studying in class. You need to identify those areas in this book that are pertinent for your course or interests and assign those sections for reading. If you are uncertain about the material in any section, skip it. This will eliminate redundancy.

Still, this book can stand on its own, taken as a collective whole. The structure of this book lets you use any part or all of this book as you deem most appropriate. Every class and instructor will have a different approach, and we hope that this book provides sufficient flexibility while covering the important issues.
Contents

1 A Brief Introduction to Cross-Cultural Psychology and Research  1
   What Are Cross-Cultural Psychology and Cross-Cultural Research?  1
   The Nature of Truth in Psychology: The Importance of Research  1
   What Are Cross-Cultural Psychology and Research, and How Do They Affect Psychological Truths?  2
   A Definition of Culture  3
   Emics, Etics, Ethnocentrism, and Stereotypes  5
   Incorporating Cross-Cultural Issues in Learning about Psychology  7
   Understanding Cross-Cultural Research  8

2 A Brief Discussion of Issues Related to Research Methods and Statistics  11
   The Parameters and Conditions of Research  11
   The Nature of the Question Being Asked: The Choice of Hypothesis  12
   The Type of Research Paradigm Chosen to Address the Question  12
   The Nature of the Participants in the Study  13
Conceptual and Empirical Definitions of Variables:
  Operationalization  14
Environment and Setting  15
Procedures  16
How to Deal with Data  16
How to Interpret the Findings  17
Summary  17

3 Cultural Influences on Research Methods  19
Special Issues in Cross-Cultural Research Methods  19
Cultural Influences on Hypothesis Generation  19
Definitions of Culture in Cross-Cultural Research  21
The Nature of the Participants in Cross-Cultural Research  22
  Sampling Issues  22
  Equivalence Issues  23
Measurement and Operationalization Issues in Cross-
  Cultural Research  25
  Concept and Construct Equivalence  26
Item Equivalence  27
  Subscale and Factor Equivalence  28
Language and Translation Issues  30
Summary  31
Environmental, Setting, and Procedural Issues in Cross-
  Cultural Research  32

4 Cultural Influences on Data Analysis and the
  Interpretation of Findings  33
Cross-Cultural Issues in Analyzing Data  33
What Are Cultural Response Sets?  33

Dealing with Cultural Response Set Influences on
Continuous Data  35
Some General Issues  35
Analysis of a Single-Factor Experiment  36
Analysis of a Two-Factor Experiment  40
Dealing with Cultural Response Set Influences on
Nominal Data  47
Cultural Influences on the Interpretation of Findings from
Cross-Cultural Studies  52
Summary  53

5 Tips for Conducting Your Own
Cross-Cultural Study  55

6 Conclusion  59

References and Resources  61
  References  61
  General Readings on Culture  62
  Readings on Cross-Cultural Research Methods  63
A Brief Introduction to Cross-Cultural Psychology and Research

What Are Cross-Cultural Psychology and Cross-Cultural Research?

Learning about cross-cultural psychology in general may not appear directly related to cultural influences on research. But it is an important first step in understanding cultural influences on the research process. You need to have some background in cross-cultural psychology as a general field. With that background, you will be in a better position to understand cross-cultural research and cultural influences on methodology and statistics.

To learn more about cross-cultural psychology in general, let's first take a look at how we in psychology come to know what is "truth" about people.

The Nature of Truth in Psychology: The Importance of Research

Psychologists interested in generating knowledge about people generally rely on a single type of process to generate that knowledge. That process is known as research. There are many different types of research, and all psychologists interested in generating knowledge about people rely on some type of research.

Research is the primary way by which psychologists uncover "truths" about the world. Indeed, that's the reason you need to take this course on methodology and/or statistics! Almost all academic fields related to human behavior rely heavily
on scientific research to generate what knowledge we have about how and why people behave. Before we accept something as a "truth," we have to be assured that the research that produced that truth met some minimal standards for scientific rigor. Thus, the truth that was borne from the research could be only that and nothing else.

Truth is never generated from a single study. No matter how well any one study was conducted, most scientists and scholars will not accept its results as a general truth, and for good reason. Every study is conducted under certain conditions, or research parameters. These conditions form the basis for the limitations to the knowledge that is generated in that study. Whatever result was obtained from any single study, therefore, is bounded by those conditions and parameters and, thus, limitations.

For a finding to be considered a truth through the research process, it is important that virtually the same study be conducted again, with different participants under different parameters and conditions. If researchers obtain virtually the same finding, despite having changed a number of parameters of the research, then we can say that the findings have been repeated over a number of different studies. Sometimes these studies are conducted by the same researcher or research team, sometimes not. In either case, when virtually the same result is obtained, we call this repeated finding a replication. When a finding is replicated, psychologists start to believe that the finding says something true about human behavior. Thus, replicated findings form the basis for "truths" in psychology.

Truth and knowledge, therefore, are dependent on how the research that produced those truths was conducted.

In addition to the scientists who actually do research, many scholars are active consumers of research. These scholars digest completed research and translate the findings for use by others (such as students like you). Research, therefore, plays a major role not only in generating knowledge and testing ideas, but also in communicating that knowledge to others.

What Are Cross-Cultural Psychology and Research, and How Do They Affect Psychological Truths?

Cross-cultural psychology is a branch of psychology that is primarily concerned with testing possible limitations to knowledge by studying people of different cultures. In its strictest sense, cross-cultural research involves simply including participants from different cultural backgrounds and testing possible differences among them. In its broadest sense, however, cross-cultural psychology is concerned with understanding truth and psychological principles as either universal (that is, true for all people of all cultures) or culture-specific (true for some people of some cultures).

Cross-cultural psychology is not topic-specific. That is, cross-cultural psychologists are interested in a broad range of phenomena related to human behavior, from perception to language, child-rearing to psychopathology. What delineates cross-cultural psychology from "traditional" or "mainstream" psychology, therefore, is not the phenomenon of interest. Rather, it is the commonality in testing limitations to knowledge by examining whether that knowledge is applicable to or obtainable in people of different cultural backgrounds. Given this definition, cross-cultural psychologists can apply cross-cultural techniques in testing the universality or cultural specificity of any and all aspects of human behavior. In this fashion, cross-cultural psychology and research can offer alternatives to what is typically presented as psychological "truth" that is borne from studies within a single culture.

Before proceeding much further, however, we need to deal with what is meant by the word culture. If we are going to learn more about cultural influences on the research process, then we should learn exactly what culture is.

A Definition of Culture

Despite the fact that most of us probably feel that we know what culture is, culture is a rather difficult concept to define formally. When asked, many people typically think that culture is race or ethnicity and equate culture with rituals, customs, food, and music.

Certainly, there are many aspects to culture, such as music, food, religion, child-rearing patterns, ways of thinking, and the like. It is also certain that no single aspect can adequately capture all of what culture is. For our purposes in learning about cultural influences on research and data analysis, however, we need to adopt some approach to understanding culture and some kind of definition.
Fortunately, many scholars in anthropology and sociology as well as psychology have offered a number of interesting definitions of culture that we can use to better understand cultural influences on research. For our purposes, we define culture as the set of attitudes, values, beliefs, and behaviors, shared by a group of people, communicated from one generation to the next via language or some other means of communication (Barnouw, 1985).

This definition of culture is “fuzzy.” That is, there are necessarily no hard and fast rules of how to determine what a culture is or who belongs to that culture. In this sense, culture is a sociopsychological construct, a sharing across people of psychological phenomena such as values, attitudes, beliefs, and behaviors. Members of the same culture share these psychological phenomena. Members of different cultures do not.

Culture is not necessarily rooted in physical characteristics. That is, culture is not race. Two people of the same race can either share the same values and behaviors—that is, culture—or they can be very disparate in their cultural makeups. Now, it is true that people of the same racial heritage may in general share the same socialization processes and may be enculturated in similar ways. Thus, we may speak of a Hispanic culture or an African American culture or an Asian culture. But it is also true that there need not be a one-to-one correspondence between race and culture. Just because one is born a certain race does not necessarily mean that one adopts the culture that is stereotype of that race.

Culture is also not nationality. Just because a person is from France, for example, does not necessarily mean that he or she will act in accordance with what one would consider the dominant French culture or with our stereotypes of French people. Just as culture does not necessarily conform to race or racial stereotypes, culture also does not necessarily conform to nationality or citizenship. In fact, there is ample and growing evidence to suggest that a small but substantial portion of the population of many different countries do not “match” the dominant cultural stereotype of their country (Triandis, 1992).

In this sense, culture is as much an individual, psychological construct as it is a macro, social construct. That is, to some extent, culture exists in each and every one of us individually as much as it exists as a global, social construct. Individual differences in culture can be observed among people in the degree to which they adopt and engage in the attitudes, values, beliefs, and behaviors that, by consensus, constitute their culture. If you act in accordance with those shared values or behaviors, then that culture resides in you; if you do not share those values or behaviors, then you do not share that culture.

**Ethnicity, Ethnocentrism, and Stereotypes**

One of the major ways of conceptualizing principles in cross-cultural psychology is through the use of the terms *emics* and *etics*. These terms are related to the universality or cultural specificity of knowledge and truths. An etic refers to findings that appear to be consistent across different cultures; that is, an etic refers to a universal truth or principle. An emic, in contrast, refers to findings that appear to be different across cultures; an emic, therefore, refers to truths that are culture-specific.

The concepts of emics and etics are powerful because of the implications to what we may know as truth. If we know something about human behavior and we regard it as a truth, and it is an etic (that is, universal), then the truth as we know it is truth for all, regardless of culture. If our knowledge about human behavior, however, is an emic (that is, culture-specific), then that “truth” is not necessarily true for someone of another culture. Truth, in this sense, is relative, not absolute. This definition of truth with regard to emics and etics should force us all to consider what we believe is true or not.

There are many examples of both emics and etics in psychology. Indeed, one of the major goals of cross-cultural psychology as a discipline is to uncover exactly which aspects of human behavior are emics and which are etics.

In general, most cross-cultural psychologists would agree that there are just as many, if not more, emics as there are etics. That is, people of different cultures actually do find ways to differ with respect to most aspects of human behavior. In a sense, that is not surprising. Each culture evolves in its own distinct way to “manage” human behaviors in the most efficient and appropriate fashion to ensure survival. These ways differ depending on population density, availability of food and other resources, and the like. To the extent that each culture must meet different needs in the environment, each culture will develop differences in the ways in which it impacts on the people within it.
The existence of many emics, or cultural differences, is not
problematic in and of itself. There is potential for problem, how-
ever, when one attempts to interpret the reasons underlying or
producing those differences. Because we all exist in our own
cultures with our own cultural backgrounds, we tend to see
things through that background. That is, culture acts as a filter,
not only when we perceive things, but also when we think
about and interpret events. We may interpret another person’s
behavior from our own cultural background and make some
conclusion about that behavior on the basis of our own beliefs
of culture and behavior. Our interpretation may be wrong, how-
ever, if the behavior that we are judging originates from a dif-
ferent cultural orientation than our own. In some cases (more than
we all think!), we may be way off in our interpretation of other
people’s behavior.

For example, suppose you are having a conversation with
a person from a different culture. While you are talking with
this person, you notice that she does not really make eye con-
tact with you when she speaks. Also, she does not look at you
when you speak. On the few occasions when she looks your
way, she quickly averts her gaze if your eyes meet. From your
cultural background, you may interpret that she does not feel
very positive about you or your interaction. You may even be-
gin to feel put off and reject any attempts at future interaction.
You may not feel trusting or close to her. However, she may
come from a culture in which direct gazing is discouraged or is
even a sign of arrogance or a slight. She may actually be avoid-
ing eye contact not because of any negative feelings, but out of
deferece and politeness. Of course, these potential problems
have real and practical implications in everyday life. Think about
this scenario occurring in a job interview, in a teaching/learning
situation, during a business negotiation, or even in a visit with
your therapist!

Still, sometimes we cannot separate ourselves from our
own cultural backgrounds and biases to understand the behav-
iors of others. This type of resistance forms the basis of what is
known as ethnocentrism—the interpretation of others’ behavior
through one’s own cultural glasses. All people—students and
faculty, laypersons and researchers—need to be aware of these
biases and tendencies in understanding the behaviors of others
different cultural backgrounds.

Ethnocentrism is closely related to two other important
topics—stereotypes and images. Images are representations that
we all hold about our expectations of others’ behaviors. Images
can be positive, negative, or neutral. When those images of
people from a different culture are negative, we often call those
negative images stereotypes. Stereotypes are fixed attitudes,
beliefs, or opinions about people who belong to cultures other
than one’s own. They may be born of fact. Often, however, ste-
reotypes are combinations of fact and fiction about people from
a certain cultural group. Images can give people some kind of
basis for judging, evaluating, and interacting with people of
other cultures. But stereotypes can be dangerous and damaging
when people adhere to them inflexibly and apply them to all
people of that cultural background without recognizing the pos-
sible false bases of the stereotype as well as individual differ-
ences within that culture.

We often find, either through formal research or through
our everyday experiences, that we are different from people of
other cultures. Our discovery of these differences can have seri-
ous negative consequences when values such as good/bad,
right/wrong, superior/inferior are attached to the behaviors of
others. For example, consider a hypothetical scenario where re-
searchers report that they have found differences in IQ (intelli-
gence quotient) test scores between African American and Euro-
pean American participants. In and of itself this is still “just” a
finding. However, some people may interpret this finding as
“proof” that European Americans are genetically or biologically
smarter than African Americans. This would cause quite a stir
and may even prevent people from engaging in a constructive
search for other interpretations (for example, the cultural bias
that may be inherent in the testing procedures).

Ethics, ethics, ethnocentrism, and stereotypes are all impor-
tant concepts to learn about and remember. As we progress
through our studies of cultural similarities and differences, it is
important to have some idea of the potential pitfalls. Needless
to say, making value statements, maintaining an ethnocentric at-
titude, and adhering inflexibly to stereotypes are not conducive
to progress in this field.

Incorporating Cross-Cultural Issues
in Learning about Psychology

There is a lot of information in the field of psychology that
American psychologists and students consider to be truth. The
comprehensiveness of most psychology textbooks and the density of most course syllabi attest to the fact that there is a lot of stuff out there to be learned.

Still, it is vitally important now to incorporate cross-cultural issues into our knowledge and learning base of psychology for at least two reasons. The first has to do with what we call “scientific philosophy.” The name may look scary, but scientific philosophy simply refers to what we have been discussing all along in this book—the need to evaluate our truths in terms of the parameters under which those truths were obtained. More simply put, we need to examine whether the information we have learned (or will learn in the future) is applicable to all people of all cultures (that is, it is an etic) or only to some people of some cultures (in which case, it is an emic). Scientific philosophy refers to the notion that we have a duty, an obligation, to ask these questions about the scientific process and about the nature of the truths we have learned, or will learn, in psychology.

The second reason that it is important to incorporate cross-cultural issues in psychology is much more practical. Psychology involves the study of human behavior to improve our understanding of people. One of the goals of this endeavor is to help us in our real-life, everyday interactions with others. As we have more frequent contact with people of different cultural backgrounds, it becomes increasingly imperative that we learn about emics and etics in our truths and beliefs about people. To be ignorant of such emics and etics would make us guilty of ethnocentrism and would hamper our everyday dealings with others.

Incorporating cross-cultural issues in mainstream psychology means that we need to ask some very basic, yet extremely important, questions about the nature of the truths taught in psychology classes across America today. Those questions are addressed by cross-cultural psychology and research.

**Understanding Cross-Cultural Research**

The primary importance of cross-cultural research lies in its test of the limitations and boundaries to the knowledge generated from research in only a single culture or country. Through cross-cultural research, we can gain a better understanding of what aspects of human behavior are universal—that is, pan-cultural, or applicable to all people—and what aspects are culture-specific—that is, true for only some people. Ultimately, we can gain a better appreciation of the breadth and scope of human behavior.

Thus, it is important to learn more about cross-cultural research, just as it is important to learn about research methodology and statistics in general. In fact, it is vital to learn about these influences if one is to be a critical consumer of cross-cultural research or an able cross-cultural researcher.
A Brief Discussion of Issues Related to Research Methods and Statistics

The Parameters and Conditions of Research

To be active, informed, and critical consumers of research, we must gain some basic understanding of research methodology. Only with a good understanding can we evaluate the research on its own merits and decide whether or not to believe a research report. If a study employed what you think are faulty procedures, then you will not (and should not) believe the results of that study, no matter how attractive (or politically correct) those results appear. In contrast, if the procedures appear to be problem-free and the data generated by those procedures seem believable, then you would be likely to decide that the results are true.

To make informed and critical decisions, we need to have some working understanding of research methods, beginning with the general parameters and conditions under which most studies are conducted.

All studies on human behavior are conducted under some conditions, with certain parameters and certain limitations. These conditions exist because it is impossible to study all people on all behaviors under all parameters and conditions. So, researchers need to make many decisions when conducting a study. Each decision forms the basis for the conditions, parameters, and, thus, limitations to a study. All knowledge generated by research is bounded by these parameters and limitations.

Many researchers are not aware of how many decisions they make in conducting a study. The reason for this is that
many of the decisions are made automatically or by default, because "it is the way things are generally done" or because "another study did it this way." As researchers gain experience in conducting research, and especially in thinking about how to conduct research, they become more keenly aware of the many decisions made in conducting a study.

What are some of these decisions? In the rest of this chapter we will outline just several of the major types of decisions made in a study. When conducting a specific study, a researcher will actually make many more specific decisions.

The Nature of the Question Being Asked: The Choice of Hypothesis

One of the first decisions researchers make in conducting a study concerns what question they want to address or what hypothesis they want to test. Every study attempts to answer a particular question. For example, a researcher may want to find out whether boys or girls in elementary school do better at a particular type of problem, or whether the number of people in a given area is related to certain types of health problems.

In the typical course of research, the researchers develop a question to ask and then design a study to answer it. Conversely, every study, by default, answers some question. Even if you do not know what question a researcher is trying to answer, you should be able to surmise what that question is just by reading about the study. Sometimes the question that the researcher starts with is not addressed by the study he or she conducts!

In any case, determining just what question to ask is the first decision a researcher makes.

The Type of Research Paradigm Chosen to Address the Question

Once researchers decide what question to address, they need to select a general research approach, or paradigm, to answer it. There are many different types of general approaches that researchers can use—for example, the case study, longitudinal research, experimental research, correlational research, quasi-experimental research, and the like. Public health research may use an epidemiological approach to understanding the causes of different types of health outcomes and diseases. Sociological research may use social markers and other institutions to delineate social change and its impact on people. Anthropological research may use in-depth studies of single cultures, where researchers immerse themselves in a culture and try to learn everything about it. Research in economics and business may study the number and types of industries or look at changes in gross domestic products or other economic indicators.

To address the chosen question, the researcher needs to choose one of the many approaches available. The general approach is often linked to the question, so that a researcher may not give much thought to choosing an approach, assuming that the approach appropriate to the question is a "given."

Nevertheless, the approach that is used to conduct the actual study is a decision made by the researcher, by default or not. This decision, in turn, further defines and places conditions, restrictions, and limitations on the study and the information generated from it.

The Nature of the Participants in the Study

The basic "unit" included in a study—also referred to as the "unit of analysis"—is what is used to gather the primary information. In most studies on human behavior in psychology, for example, the "unit" is a person (commonly referred to as a subject or participant).

Different research approaches utilize different units of analysis. As just mentioned, the most common unit of analysis in the study of human behavior, at least in psychology, is a person. Epidemiological surveys across countries may use country as the unit of analysis. Industry may be the unit of analysis in a study of the effects of different types of companies on the national economy.

Researchers decide what the exact unit of analysis is in their studies. This decision places a condition on the nature of the information, or data, generated in the study.

In addition, researchers decide how to limit the units of analysis in a study to a manageable and realistic quantity. The final group of units that is included in a study is commonly
referred to as the sample. In fact, most studies require that several decisions, not one, be made to achieve a workable sample.

For example, in studies with people, researchers may decide to limit their samples to university students in the United States because students are so readily available. However, a researcher cannot possibly survey all university students in the United States in a study. Thus, the decision often made by psychology researchers is to study university students enrolled in introductory psychology courses in a single university, because these students are the most readily available (that is, participation in the research can be part of the course). Even then, only a small number of the students enrolled in the course at one particular time will participate. Thus, what was envisioned as a hypothesis that would be applicable to many people is actually tested with only a small, specially chosen sample of a limited nature. These choices place conditions and limitations on the nature of the information or data obtained in the study.

**Conceptual and Empirical Definitions of Variables: Operationalization**

In addition to decisions about samples, researchers make decisions about how to measure the variables they are interested in. How researchers measure something is closely related to how they conceptually define it. The way a researcher conceptually defines something dictates how it should be measured or operationalized. The method of measurement, in turn, places a limitation on the nature of the information obtained. Conversely, every method of measurement defines the nature of what is being measured by default. That is, even if you don’t know how a researcher may conceptually define something, you should be able to guess at how he or she conceptually views it by knowing how it is measured.

For example, suppose that you are interested in studying intelligence. You need to have a conceptual definition of intelligence. Most American psychologists studying intelligence in the past believed that intelligence consists mainly of cognitive skills related to verbal and analytic abilities. Thus, instruments such as the Wechsler Adult Intelligence Scale (WAIS) were used to measure intelligence. The WAIS has 11 different types of tests, of which some are verbal and some are analytic. The verbal tests include such tests as a vocabulary test and a reading comprehension test. The analytic tests involve such tests as a jigsaw-puzzle type of picture completion and a picture arrangement test in which the subject arranges a set of pictures so that they tell a story.

In more recent studies, researchers interested in intelligence have broadened their conceptual definition of intelligence to include such things as musical, artistic, and other creative abilities, or physical, sports-type abilities. These changes, in turn, dictate changes in the ways in which these aspects of intelligence are measured.

In your study of intelligence you would need to decide how you define intelligence and then choose the method that matches your definition. The specific tasks, questionnaires, instruments, or whatever used to measure it (such as the WAIS) place conditions, and thus limitations, on the nature of the information gathered and the nature of the data generated in the study.

**Environment and Setting**

All research occurs somewhere, which is a further condition of the parameters of the research. Many studies in anthropology, for example, are done in the field, where the researchers visit and often live with the people and the culture that they are studying. This type of in-depth immersion in a culture dictates that the research setting or environment be the actual environment in which the people being studied live. This defines the setting under which the data, based on observation or interview, are gathered.

Many studies occur in laboratory settings. Participants are recruited (through a call for volunteers, sign-ups in a “subject pool,” or the like), and they come to a designated experiment or laboratory room. There, the subjects are often met by an experimenter, who explains the purpose and procedures of the experiment. The participants may view a movie screen, interact with a computer, or do a task. In any case, this setting defines the environmental parameters within which the data will be obtained.
Many studies of human behavior are observational in nature. That is, they involve experimenters recording their observations of certain types of behaviors in a particular setting. The setting may be the university student center, a home, a village, a shopping mall—just about anywhere. Wherever the research takes place, that setting describes an environmental condition under which the data are collected. This condition, in turn, defines a parameter, or limitation, of the study.

**Procedures**

Not only do researchers need to decide the nature and measurement of the variables, the samples to be included, and the setting of the research, they also need to make more “mundane” decisions—such as which type of instructions to give to the participants, what time of day to conduct the experiment, where to find historical or archival data, and so forth. All these characteristics and activities further define the conditions of the study.

Many of these aspects of research are given little consideration by some researchers, and even less by many consumers of the research. Nevertheless, they exist and by default define the conditions, and thus limitations, under which data are obtained and knowledge generated.

**How to Deal with Data**

Once researchers gather data, they have to decide what to do with those data. In most cases, the researchers need to perform some type of analysis of the data either to summarize them or to infer information about them. More often than not, the need to do something with the data obtained in research leads us to statistics.

Statistics are methods that researchers use to manipulate data in order to draw some meaning from the data. Simply counting the number of times a particular behavior occurs is a statistical manipulation (called frequency). Determining an average of the number of times a response is obtained is also a statistical manipulation.

In some studies, the statistical manipulations can be quite complex, involving a multiple-step process with different types of outcomes. Analysis of variance, discriminant analysis, multiple regression and correlation—these are all statistical procedures. Regardless of the name and the complexity of the statistics, the procedures all have the same purpose—to transform the data into something from which the researchers can draw some meaning.

There are many different types of statistics, and they all manipulate data differently. Thus, there are many choices in analyzing data. Researchers can split their data files, using only parts of the data. They can choose this statistic or that. The specific ways researchers choose to analyze data dictate the presentation of the data. This presentation, in turn, affects the meanings that researchers, and the consumers of that research, draw from the data. Because the choice of analysis plan and the statistics affect the nature of the presentation of the data, the ways in which data are analyzed form yet another condition, or limitation, on research.

**How to Interpret the Findings**

In any study—psychological, sociological, anthropological, or otherwise—researchers need to draw conclusions on the basis of their data and findings. The interpretations researchers draw from a study all depend on a number of factors, including the researchers’ own backgrounds and upbringings, their particular theoretical biases, and the like.

All interpretations are made under such conditions—that is, with whatever particular viewpoint the researchers bring with them to the interpretation. Because these are conditions, they are yet another way by which limitations are placed on a study.

**Summary**

This chapter has highlighted some of the conditions and parameters by which studies of human behavior are conducted. The decisions occur in all types of research, regardless of the hypothesis being addressed or the specific approach to answer the question.

Although these parameters and limitations must be considered in any research, cross-cultural research on human behavior
engenders special problems and issues. The information presented in this chapter can be used as a foundation from which we can look at cross-cultural research methodology, how it differs from non-cross-cultural research, and the special issues it raises.

3

Cultural Influences on Research Methods

Special Issues in Cross-Cultural Research Methods

Doing research in different cultures, and comparing the results you find in one culture with those found in another, involves special issues. Just as it is important for the informed and critical reader to understand some basic issues pertaining to research in general (as briefly discussed in Chapter 2), it is also important for consumers of cross-cultural research to understand basic issues pertaining to cross-cultural research. With knowledge of these basic issues, we will be in a better position to understand and evaluate information about cross-cultural similarities and differences. We will also be able to conduct better cross-cultural studies.

Many of the special issues in cross-cultural research are really extensions of issues pertaining to research in general. Some issues in cross-cultural research, however, pertain solely to research in different cultures and countries, across different languages. In this chapter, you will get a taste of just what these issues are and how they are especially important to cross-cultural studies.

Cultural Influences on Hypothesis Generation

All researchers choose hypotheses to study. This is no different in cross-cultural work. But it is important to realize in cross-cultural research that all researchers have their own cultural up-
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bringing and backgrounds and these backgrounds influence the hypotheses chosen. These biases exist, whether they are good or bad, right or wrong, conscious or unconscious. These biases influence the types of hypotheses we think are important and, thus, what we believe should be studied in cross-cultural research. Because the research questions we formulate originate from our own personal and cultural biases, it follows that a hypothesis or research question that is important for us may not be as important or relevant to someone from a different cultural background.

For example, suppose you want to conduct a study that examines cultural differences in how quickly people can solve maze-type puzzles presented on a computer. It might be interesting and relevant to conduct this study in the United States, Hong Kong, and France, and compare the results of the American, Chinese, and French participants. But this study might not be as relevant to tribe members of the Kalahari in Africa or to preliterate cultures such as those indigenous to New Guinea. If these people were asked to participate in the research, they might be afraid to go near that mechanical-looking contraption (the computer).

Suppose researchers decide to study cultural differences in problem-solving ability in the United States and among tribespeople in Africa. To do this, they present subjects in both cultures with a device that must be manipulated in some way to obtain a monetary reward. Americans might be able to approach this task and be successful in it. The tribespeople from Africa, however, might believe this task to be entirely meaningless, view the contraption with fear, and not care one bit about money! Yet if the researchers present a problem-solving task of tracking different animals through different scents and footprints, then Africans might respond very positively to the task. Imagine American subjects performing such a task!

Although these examples may seem to be quite extreme, there have been similar studies. Most studies, though, are subtler in their approach to glossing over cultural differences in the importance and meaning of the research questions.

Researchers cannot decide on their own which questions are important to study across cultures and then impose those questions on participants of other cultures. More often than not, researchers assume that their hypothesis is equally important and has the same meaning in other cultures. This is an ethnocentric way of doing research, which should be avoided by first checking the validity of one's biases.

Definitions of Culture in Cross-Cultural Research

When cross-cultural researchers decide to conduct a study, they usually decide to gather data from such places as the United States, Germany, Japan, and India. That is, they gather data from different countries. The data are also usually gathered in a single city within each country. So, cross-cultural research is usually not even cross-national; it is cross-city. In addition, the countries to be included are generally not determined by any theoretical framework; usually, the countries are samples of convenience—for example, where the researcher has a friend who is willing to collect data. Although different cultures undoubtedly underlie different countries and cities, researchers often make an assumption, through their research methods, that countries and cities are the same as cultures.

This is an incorrect assumption, which presents a dilemma for cross-cultural researchers. As we discussed earlier, most cross-cultural scholars agree that culture is the shared conglomeration of attitudes, values, behaviors, and beliefs, communicated from one generation to the next through language. This definition of culture is subjective, not objective; sociopsychological, not biological, genetic, or physiological. That is where the problem lies.

Despite this definition of culture, cross-cultural researchers have lacked an adequate way of measuring this “sharing” of psychological characteristics in their research. Because a way of measuring this sharing does not exist, researchers rely on “easier” aspects of people to measure—for example, race (European American, Chinese, Mexican, African American, and the like) or nationality (American, Japanese, German, Brazilian, and so on). But culture is not necessarily race or nationality.

The inability of researchers to measure culture on the sociopsychological level, in accordance with our definition of culture, has resulted in a trade-off of our ability to study real cross-cultural differences. Indeed, most of the studies conducted to date have measured culture by either race or nationality. We
cultural studies are adequate representatives of their culture. When differences are found, researchers assume that the differences are “cultural,” because they assume that the samples are representatives of culture. Who knows? The differences obtained in a study of the United States, Japan, Brazil, and Mexico may be the same as the differences in a study of Minneapolis, Los Angeles, Miami, and Newark!

**Equivalence Issues**

Not only are there questions about whether samples in cross-cultural studies are adequate representatives of their cultures, there are also questions about whether the samples across the cultures are equivalent to each other. For the research to be methodologically sound, researchers need to make sure that the samples they compare are somehow equivalent. This is not easy.

Suppose, for example, that a researcher plans to compare data on a task from a sample of 50 Americans from Los Angeles to the data from 50 literate members of the Fore tribe in New Guinea. The Americans and the Fore come from entirely different backgrounds—different socioeconomic classes, different educational levels, different social experiences, different exposure to various forms of technology, and the like. How are we to know that any differences, if found, were due to the cultures or to these other differences? Clearly, comparing data from a sample of respondents in a major, international metropolis to the data from a sample of literate tribes with minimal outside contact is very difficult.

Although this example is so outrageous that the two samples are obviously not equivalent, the question remains for samples that appear to be more equivalent. Consider 50 subjects from Los Angeles, 50 from Osaka, 50 from Hong Kong, and 50 from Paris. Equivalence is still an issue, despite the fact that we are now dealing only with residents of major cities.

Equivalence issues are especially important to consider given that so much cross-cultural research, like most research in psychology, is conducted using university and college students as subjects. First, we need to realize that just attending a college or university means different things in different countries and cultures. In the United States, the system of education
is relatively accessible to many young adults, although it may not seem so from time to time. Young adults in American society probably have more access to a college and university system than do the young adults of any other country. There are other countries (for example, Japan) in which a higher percentage of high school graduates go on to college. But in the United States the ability to go to a college or university is almost considered an American citizen’s right.

In many countries this is simply not so. For example, in India (where, by the way, much cross-cultural research has been conducted), attending a college or university is not so much a right as it is a privilege of an upper socioeconomic class who can either afford to go or were born into such privilege. If you were to conduct a cross-cultural study involving subjects in a university in the United States and those in a country such as India, certainly you would find cultural differences underlying the samples. But differences in other subject characteristics such as class and socioeconomic status would confound those cultural differences. How could you interpret found differences? Would those differences be truly reflective of cultural differences? Or might they be due to differences in class? Would you find the same types of differences if you conducted a similar study across socioeconomic classes solely in the United States?

Second, regardless of how the students made it to college, they often come to the laboratory or experiment with quite different expectations. In the United States, researchers ask for volunteers to be subjects in a study. Those who don’t want to do it, don’t have to. Even after the study has begun, a subject can quit at any time with no penalty. Subjects have the right to withhold use of data obtained from them, to be assured of confidentiality, and the like. Most experimenters review with the volunteers the subject’s “Bill of Rights,” which explains all rights as a research participant.

Students in many other countries are not afforded such “rights.” In many Asian countries, for example, subjects are not recruited; they are required by an instructor simply to participate. And they all must participate. There is no subject’s Bill of Rights, no volunteering, no assurance of confidentiality. These students are usually not taught psychology or experimentation, so they may be more afraid and apprehensive. They are given few, if any, explicit guidelines on what is appropriate and what is not.

Lest you get the wrong impression that many researchers in these countries are free to conduct whatever hideous experiments they wish, let me say that there are mechanisms to ensure that researchers do not take advantage of student participants. These mechanisms, however, are not written and explicit; they are unspoken and social, although generally understood well enough not to over stress student participants. In many cases, the pressures of such unwritten rules produce research in the opposite direction—that is, very innocuous, often questionnaire-based, with few negative consequences.

Subjects in different countries participate in research under quite different pretenses and expectations. In dealing with these differences, cross-cultural researchers need to establish some basis of equivalence between their samples in order to make cultural comparisons meaningful. But often equivalence is not feasible because of realistic differences on these dimensions, as well as the cultural ones, between the samples in a cross-cultural study. When differences are found, researchers often assume that they reflect cultural differences, although this may not be the case. As consumers of this research we must be aware of other plausible interpretations of the data.

Measurement and Operationalization Issues in Cross-Cultural Research

Issues of measurement in cross-cultural research are especially problematic. Often, however, they are overlooked by students of cross-cultural research methods in the quest for more exciting hypotheses to study or to test. For research—cross-cultural or otherwise—to be meaningful, the methods of measurement need to be meaningful. If researchers are not measuring what they want to measure, how can their findings be trusted?

In this section, we will discuss several issues concerning measurement, especially as it relates to cross-cultural work. Let’s use as an example the typical measurement procedure in psychology experiments—the questionnaire. Of course, the issues pertain to other measurement systems in cross-cultural research as well, including behavioral responses, observational coding, and so on.

The typical questionnaire identifies a concept or construct to be measured (for example, self-esteem), has multiple items
(say, 50), includes subscales derived by either theoretical or empirical work (say, 4), and has a scoring procedure. Let’s see how some of these characteristics come to play in cross-cultural research.

**Concept and Construct Equivalence**

The most overlooked aspect of measurement concerns the meanings of the variables to be studied. We tend to forget that different cultures may assign different meanings to the variables of interest in a study. If a concept means different things to people of different cultures, then it is difficult to compare data on that concept across the different cultures.

Earlier in this book, we discussed how American researchers typically defined and measured intelligence using the WAIS. Although this may be valid for studies conducted in the United States (is it?), another culture may have a different conception of what constitutes intelligence. For example, let’s say a culture considers nobility of character and sincerity to be markers of intelligence. If we tested a sample of people from this culture on the WAIS and compared their data to data obtained from the Americans, then would we really be studying cross-cultural differences in intelligence? The answer is yes, but only to the extent that we have arbitrarily defined what intelligence is. Suppose a culture considers the ability to have smooth, conflict-free interpersonal relationships to be intelligence. Another culture may consider creativity and artistic abilities to be indexes of intelligence. Would comparisons of WAIS data from any of these cultures constitute cross-cultural comparisons of intelligence?

The gist of a recent cross-cultural study of intimacy was that cultures differ in the ways in which they express intimacy (Barnlund, 1989). This makes sense and certainly is an important research finding. Other cross-cultural researchers will want to extend the research in this area. But sooner or later there needs to be a study of cross-cultural similarities and differences in what intimacy means in different cultures. If one culture defines intimacy as certain types of acts whereas another defines it as a shared psychological feeling, then it is no wonder that there are differences in the expression of intimacy across cultures. The real question is, are the observed differences due to differences in the expression of a concept on which both cultures agree, or are the observed differences due to differences in the meaning of the concept itself?

**Item Equivalence**

Suppose you plan to use a questionnaire that measures intimacy. Most likely, the questionnaire was developed in the United States for use with American subjects. Like all questionnaires, your questionnaire has multiple items. In cross-cultural research, we need to be concerned with whether or not the items mean exactly the same thing in all cultures surveyed. This concern applies not only to the test as a whole, but also to each and every item on the test.

Often, multiple items on a single test are included so that they can collectively "capture" the essence of the variable being measured. These items may be repeated questions of a similar nature, designed to obtain a stable assessment of the variable. For example, in a memory task a subject may be asked to read not one but three stories, each of which contains not one but ten sentences. Then the subject may have to re-create each of the sentences in each story to the best degree possible. It is not adequate to ask just once; multiple-item assessment is a tried and true way of establishing psychometric reliability in measurement.

But what if the items mean different things in different cultures? In measuring vocabulary or general comprehension, a questionnaire may ask what a violin is, or when President’s Day is celebrated. Suppose, however, those questions are asked in a culture that does not include violins or other orchestral instruments, and doesn’t care, much less know, when Americans celebrate the birthdays of Washington and Lincoln? We need to establish the cultural differences in the details of these types of items in order to find meaningful differences in the concept being measured.

In studying cultural differences in emotion, we might ask subjects to rate how strongly they would feel different emotions in five different contexts. We could trust the findings of such a study only if each of the contexts means the same thing in each culture assessed.

If each item does not mean the same thing in all cultures included in the research, then it is impossible for the researchers
to know what they are measuring in the different cultures. And if the researchers are measuring different things in different cultures, then the results obtained are not really comparable.

**Subscale and Factor Equivalence**

Multiple-item questionnaires often are separated into different parts called scales or subscales. Generally, these scales measure different aspects of the same general variable. The WAIS, for instance, is a multiple-scale test that has verbal subscales (vocabulary, memory, and so on) as well as performance subscales (digit symbol, picture arrangement, and so on). Questionnaire tests such as the Minnesota Multiphasic Personality Inventory (MMPI) and the California Psychological Inventory (CPI) can also contain hundreds of items and many different subscales.

Subscales on a questionnaire are sometimes determined by theoretical considerations. That is, a researcher looks over the questionnaire and makes decisions based on conceptual understanding of subgroups that should exist in the questionnaire. More often, however, subscale determination is made by a statistical procedure known as factor analysis.

In short, factor analysis allows a researcher to group multiple items on a questionnaire based on the interrelationships among the items. There are several different types of factor analyses; the one most commonly used is called principal components factors analysis with Varimax rotation. What is important about this technique as it relates to this discussion is that it produces groupings of the items on a test that are statistically independent of each other. Researchers look at these groupings and determine whether the items that group together make sense or not—that is, whether the items all seem to be measuring some key, underlying concept. If they do, researchers say that the factors are interpretable and give the underlying concept a name, called a factor label.

In this way, a multiple-item test of, say, 50 items can be reduced to a three- or four-subscale (groupings) test, each with some number of specific items (for example, 5 to 15). Not only is there efficiency in the reduction in the data, but there is also built-in reliability because, as was mentioned earlier, multiple-item assessments are more reliable than single items.

Although many researchers are thorough in developing measures with such care and concern in the United States with American samples, this type of factor and scale determination does not often occur in cross-cultural research. Aside from the problems of concept and item equivalence described earlier, there is a good possibility that different cultures will produce different subscales on the same type of test, or that they will produce no interpretable subscales.

Clearly, it is important to ascertain whether the people of different cultures in a study are treating the questionnaire in the ways intended, and whether scale and factor scores mean the same thing to all the subjects involved. To resolve these questions, researchers can recreate the factor analyses done in the United States on the data obtained in another culture (for example, Brazil). If the same items are associated in the same groupings as in the data from the United States, then we would have some assurance that the same underlying constructs are being measured and that they are being measured by the same items. If, however, items in the re-created factor analyses are associated in different groupings or the groupings do not make sense, then it is quite clear that different things are being measured. In that case, it would be very difficult to justify scoring the test and making interpretations from it in the same way one would with an American sample.

Unfortunately, many cross-cultural studies are not as thorough as they should be with regard to measure equivalence. Researchers conducting studies with other cultures often use tests developed in the United States and show little concern for these issues. They assume not only that the questionnaire measures the same concept, but also that the items on the test, and the subfactor groupings of the test, are all the same. This is indeed a very large assumption. If the assumption happens to be correct, then the researchers are lucky and the data are comparable. If the assumption is incorrect, then the research findings are questionable. Perhaps the biggest problem is that we are operating on assumptions and we don't realize it!

There is also an even subtler problem with respect to factor equivalence. The different subgroups or factors that emerge from a factor analysis are associated with different percentages of the total variability in the data set (represented by eigenvalues). The first factor or grouping that emerges is associated with the largest percentage of variability in the data set, the second factor or grouping with the second highest percentage, and so forth. Herein lies the source of another cultural difference.
Factor analyses of a questionnaire taken in two cultures may produce the same number of factors and the same items associated with each factor. But the percentage of the total variability associated with each factor may be different. The factor grouping associated with the largest percentage of variability for the American data may be associated with only the second or third largest percentage for another culture. Conversely, a factor that is second or third largest for the Americans may be the largest for the other culture.

A few years ago, Matsumoto and Kudoh (1987) conducted a factor analytic study of a scale known as the Semantic Differential Scale (Mehrabian, 1972). This scale consists of 18 items that are grouped into three scales (six items each): pleasantness, arousal, and dominance. This grouping was determined by factor analysis conducted earlier on data collected from American subjects. We administered this test to subjects in the United States and Japan and conducted separate factor analyses on the data. We found that the same items were associated with the same groupings in Japan as in the United States. However, we also found that the groupings were associated with different percentages of the total variability in the data set. For the American subjects, arousal was associated with the largest percentage, whereas pleasantness was second. For the Japanese, however, pleasantness was associated with the largest percentage, whereas arousal was second.

These findings clearly indicate that there is structural equivalence in the data. That is, the same items are associated with the same groupings in the United States and Japan. Thus, we can score and interpret the meanings of the individual scales in the same way. However, there are differences in the scales in the degree of primacy across the cultures. For the American sample, arousal appeared to be a more primary dimension of judgment, whereas for the Japanese, pleasantness appeared to be a more primary dimension. This measurement difference is quite subtle, given the structural equivalence in the test across the two cultures.

Language and Translation Issues

An aspect of measurement that is truly unique to cross-cultural research concerns the language of the questionnaire. Cross-cultural research generally cannot be conducted only in English. If you were to compare the responses of an American sample to those from Beijing, you would need to have both an English and a Chinese version of the questionnaire. How are we to know that the questionnaires themselves are equivalent?

Cross-cultural researchers frequently use a procedure known as back translation to ensure some type of equivalence in their research protocols. Back translation involves taking the protocol in one language, translating it to the other, and having someone else translate it back to the original language. If the back-translated version is the same as the original, then some type of equivalence exists. If it is not, then the procedure is repeated until the back-translated version is exactly the same as the original.

The concept underlying this procedure is that the end-product must be a translation equivalent of the original English. The original English is "decentered" through this process (Brislin, 1993), and any culture-specific concepts of the English version are either eliminated or translated equivalently into the target language.

Still, even if the words being used in the two languages are the same, there is no guarantee that those words have exactly the same meanings, with the same nuances, in the two cultures. If the English word anger, for example, is translated into another language, we may indeed find the best translation equivalent. But will it have the same connotations, strength, and interpretation in that language that anger has in English?

Cross-cultural researchers need to deal with issues of language equivalence so that these factors are not confused with any cultural differences they want to test. "Perfect" equivalence cannot be found between any two languages, and this fact should be considered when evaluating cross-cultural research.

Summary

Not only do researchers need to think critically about possible cultural differences in the conceptual definitions of different variables of interest in cross-cultural research, they also have to examine in detail the exact methods used to measure those variables, down to the very wording of the individual items on the tests. Cultural differences in the conceptual definitions of variables and their measurement are very likely, and as consumers of research we need to be aware of these possibilities.
Environmental, Setting, and Procedural
Issues in Cross-Cultural Research

In many of the universities across the United States, students enrolled in introductory classes are required to participate as research subjects in partial fulfillment of class requirements. Because this is an established institution, there is a certain expectation of students, at least in the United States, to participate in research as part of their academic experience. Indeed, many American students are "research-wise," knowing their rights as subjects in experiments, expecting to participate in research, and so on.

Many other countries, however, do not have this custom. In some countries, students are simply forced to participate in research because the professor of the class wants to collect the data. In some countries, students are required to come to a research laboratory; therefore, just coming to a university laboratory for an experiment can have different meanings across cultures.

All the decisions that researchers make in any type of study that we described in Chapter 2 are made in cross-cultural studies as well. However, those decisions can mean different things in different countries. Laboratory or field, day or night, questionnaire or behavior observation—different types of decisions can have different meanings in different cultures. Even the cultural/ethnic/racial "match" between the subjects and the experimenters needs to be considered. Cross-cultural researchers need to confront these differences in their work; we need to be aware of these differences when evaluating cross-cultural research.

4

Cultural Influences on
Data Analysis and the
Interpretation of Findings

Cross-Cultural Issues in Analyzing Data

Many cross-cultural researchers believe, and rightly so, that most issues in cross-cultural research concern methodology. The sheer amount of information we have so far discussed is an indication of that emphasis in thinking about cultural influences on research. In fact, it may be difficult to think about how culture can influence the way we analyze data other than through our methodology.

Indeed, cultural differences in the use of scales can and do have implications for the way we analyze data from cross-cultural studies. The primary reason for considering culture when analyzing data has to do with a phenomenon known as cultural response sets. The existence of cultural response sets has direct implications for the analysis and interpretation of both nominal and scalar data from cross-cultural studies. Although it is true that cultural response sets are a methodological issue to a large degree, we discuss them in this section because of their direct relevance to data analysis.

What Are Cultural Response Sets?

A cultural response set is a cultural tendency to respond a certain way on tests or response scales. Data obtained from any culture may be just as reflective of response sets as of the underlying tendency the research is trying to measure.

Response sets are intimately related to culture. After all, making ratings on a scale is a behavior like any other, and culture
influences this behavior just as it influences other behaviors. In the United States, we generally consider questionnaires to be rather innocuous and comfortably place our responses along the scale wherever best describes how we truly think and feel. This attitude and behavior are definitely related to the American culture's emphasis on the development of unique, separate individuals and the protection of the rights of individuals in American culture to think, act, and thus respond, in any way.

People in other cultures are influenced by their own cultural backgrounds, just as Americans are by theirs. However, the influences of other cultures are different. For example, some cultures do not foster the development of unique, separate individuals. Instead, these "collectivistic" cultures foster a "tightening" of people around norms. They frown upon individualistic and idiosyncratic behavior and instead encourage adherence to group norm and consensus. In the United States we think that all people are created equal and that we are free or even encouraged to develop our own individual talents. In collectivistic cultures, in contrast, it is thought that the "nail that sticks out gets pounded down."

One influence of collectivistic cultures may be to discourage the use of the ends of bipolar response scales. Bipolar scales are scales that have two opposites—for example, pleasant-unpleasant, good-bad—with a quantitative rating between them. Subjects are often asked to place their response in the space on the scale between the two opposite anchors to show how they feel. A person from a collectivistic culture may hesitate to respond at either extreme of the scale, preferring instead to use more of the middle range. A person from an individualistic culture may not be so hesitant to respond at the extremes.

Cultural differences in response sets may affect bipolar scales, as just described, unipolar scales, forced choice, nominal scales—just about any type of scale. For example, suppose participants in the United States and Hong Kong are asked to judge the intensity of a certain stimulus, using a 7-point scale. When examining the data, the researcher finds that the Americans generally scored around 6 or 7, whereas the people from Hong Kong generally scored around 4 or 5. The researcher may then interpret the finding to mean that the Americans perceived more intensity in the stimuli than did the people from Hong Kong. However, what if the people from Hong Kong actually rate everything lower than do the Americans, not just these stimuli?

What if they actually perceive a considerable amount of intensity in the stimuli but have a cultural tendency to use the lower part of the scale?

Cultural response sets may confound the cultural differences observed in data. When both cultural differences and response sets are operating, we don't know whether the differences found are reflective of "true" differences between the cultures, or whether they are "just" reflective of response set tendencies. As the quotation marks indicate, on some level, response sets are indeed part and parcel of cultural differences. In our attempts to uncover differences between cultures, however, we need to use whatever means are available to specify exactly what source contributes to the differences observed—response set tendencies or otherwise.

Cultural response sets are not necessarily operating in all cross-cultural data; in fact, many times they are probably not influencing the data. However, just the possibility that cultural response sets are at work means that the researcher needs to look for them. If the researcher finds evidence that the data may be influenced by them, then this problem must be resolved and the interpretations adjusted accordingly.

Fortunately, there are statistical manipulations that researchers can use to deal with the possible influences of cultural response sets. In the next sections we discuss different analytic techniques for dealing with cultural response sets—one for quantitative scalar data, the other for nominal data.

**Dealing with Cultural Response Set Influences on Continuous Data**

**Some General Issues**

Continuous data are quantitative and classified as ordinal, interval, or ratio scales of measurement. When dealing with continuous data from different cultures, we can observe cultural differences in response set tendencies in different ways.

One of the easiest ways to see response set tendencies in continuous data is mean differences. If, for example, the means from two (or more) cultures are different from each other, then it is possible that one or both of those means were influenced by a cultural tendency to use only part of the scale.
Wait a minute! Mean differences may be reflective of cultural response set differences? Aren't mean differences exactly what we would be looking for in a cross-cultural comparison?

Well, of course we would be looking for group differences in the means in a cross-cultural study using continuous data. However, we cannot escape the possibility that cultural differences in response set tendencies may have influenced the data in such a way to help produce mean differences. Cultural response sets affect not only analysis of the data, but also interpretation of the findings. Research results that merely show mean differences in raw score, continuous data in a single factor design must be interpreted with an awareness of cultural response sets.

Cultural differences in response tendencies can influence continuous data in other ways as well. For example, if cultural response sets exist for a certain culture, then not only would the ratings tend to center on a certain value (such as the mean), but also the variance of the ratings from that culture would be smaller. That is, the variability associated with those ratings will probably be smaller if cultural response sets are operative.

Differences in cultural response tendencies that produce differences not only in means but also in variances tend to complicate the analysis of cross-cultural data.

Analysis of a Single-Factor Experiment

Suppose you have conducted a simple, cross-cultural experiment on people's values about sharing goods, ideas, and products with other people.\(^1\) Your study was a three-culture study involving respondents from the United States, Russia, and South Korea. Ten subjects in each culture were given a simple questionnaire on which they were asked to rate how important they believe it is for them to share their goods, ideas, and other material and nonmaterial possessions with other members of their family. In making their ratings, the subjects in all three cultures were asked to use a 7-point rating scale, from "not at all important to me" (0) to "extremely important to me" (6).\(^2\) The data from this study are reported in Table 1. Take a moment now to look at these data over.

As you can see from the descriptive statistics presented for each culture, the Russians had the highest ratings, the South Koreans the second highest, and the Americans the lowest. If you tested the differences among the three cultures on these data using a single factor, between subjects analysis of variance (ANOVA), you would obtain the ANOVA findings summarized at the bottom of Table 1. The significant $F$ ratio obtained in the ANOVA on these data indicates that the cultures do indeed differ in their ratings of the importance of sharing.

Following up on the significant overall $F$ ratio, let's compute some analytic comparisons. Suppose we test the difference between the pairs of cultures, again using the $F$ ratio. We would obtain the following results:

- The ratings by the Russians were significantly higher than the ratings by the Americans, $F(1,27) = 10.24, p < .001$.
- The ratings by the South Koreans also were significantly higher than the ratings by the Americans, $F(1,27) = 6.76, p < .01$.
- There was no difference between the ratings made by the Russians and those made by the South Koreans, $F(1,27) = .36, ns$.\(^3\)

\(^1\)Actually, this hypothetical example is based on several recent studies conducted in my laboratory on cultural similarities and differences in individualistic and collectivistic tendencies in social behaviors (Matsumoto et al., 1992; Preston et al., 1999; Weissman et al., 1992). The data used in this example are entirely fictitious. They do, however, highlight how cultural response sets may be operative in a data set and the methods and techniques used to tease them out. Interested readers can contact our laboratory for copies of the full reports of the actual studies to see how these were handled in reality. (Write to Intercultural and Emotion Research Laboratory, Department of Psychology, San Francisco State University, 1600 Holloway Avenue, San Francisco, CA 94132.)

\(^2\)Of course, the study just described presents many of the pitfalls of doing cross-cultural work described in this book. Supposing that cultural differences underlie the countries is a major assumption, regardless of how safe that assumption may appear. Supposing that the ten subjects from each culture are adequate representatives of those cultures is yet another major assumption. We acknowledge these and other problems in this hypothetical study now, drawing attention instead to the types of issues the data from this study may raise in terms of response sets and data analysis.

\(^3\)These analytic comparisons were computed using the procedures outlined by Keppel and Sauley (1988). These procedures involved the computation of the comparison sum of squares using coefficients, and the use of the within groups error term as the denominator in all the comparisons. Other statistical procedures would most likely yield very similar, although not exactly the same results. Differences in statistical technique are not important at this point, however.
Table 1
An Example of Cultural Differences in a Questionnaire Rating: Family

<table>
<thead>
<tr>
<th>Culture</th>
<th>United States</th>
<th>Russia</th>
<th>South Korea</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>5</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>5</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>5</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>Means</td>
<td>3.20</td>
<td>4.80</td>
<td>4.50</td>
</tr>
<tr>
<td>sd</td>
<td>1.40</td>
<td>.64</td>
<td>1.18</td>
</tr>
</tbody>
</table>

Analysis of Variance Summary Table

<table>
<thead>
<tr>
<th>Source</th>
<th>Sum of Squares</th>
<th>df</th>
<th>Mean Squares</th>
<th>F Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Culture (between groups)</td>
<td>14.47</td>
<td>2</td>
<td>7.23</td>
<td>5.80**</td>
</tr>
<tr>
<td>Error (within groups)</td>
<td>33.70</td>
<td>27</td>
<td>1.25</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>48.17</td>
<td>29</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**p < .01

Although these findings are provocative, there is also evidence that cultural response sets are contributing to these data. The very fact that the means are different between the cultures, for example, suggests that response sets may be operative. The Russians and the South Koreans may have used the higher end of the scale because of the way the scale is worded or constructed, or just because that’s the way they use scales. The Americans may have used the lower end of the scale for similar reasons. Regardless of how the cultural response sets may be interfering with these data, however, there is no good way to deal with them. It would be helpful to conduct other studies in which respondents from these same cultures rate something else using a similar scale; then we could see whether the respondents use the scales similarly with other types of ratings.

There is yet another consideration: cultural response sets may also be observed in differences in variance. The variance associated with the data from each culture is represented by the square of the standard deviation (sd). If you look closely at the standard deviations shown in Table 1, you will see that the variance of the Russian data is considerably smaller than that for either the Americans or the South Koreans.

In fact, we can statistically test the differences between the variances associated with the data from each of the cultures using the F ratio. To do this, we must be sure that we are dealing with variance, not standard deviation; in this example, we square the standard deviation from each of the cultures to obtain the variances: 1.96, 4.1, and 1.39 for the United States, Russia, and South Korea, respectively. To test the difference between any two variances, we simply divide the larger one by the smaller one. The resulting F ratio can be compared to a critical value of F determined by the degrees of freedom (df) associated with each variance.

For example, to compare the variance in the American data with the variance in the Russian data, we obtain an F ratio that looks like this:

$$F = \frac{1.96}{0.41} = 4.78$$

The critical value of F at (9,9) degrees of freedom is 3.18 (α = .05). Because the F ratio that we obtained is larger than this critical value, we know that the variance in the American data is significantly greater than the variance associated with the Russian data. This is further evidence that cultural response set tendencies may be operating.6

Likewise, we can test the differences between the other pairs of variances. We would find that:

- The South Korean data have a significantly greater variance than the Russian data, $F(9,9) = 3.39, p < .05$.

---

6Not to mention the problem that unequal variances poses for the validity of the ANOVA (the homogeneity of variance assumption).
• There is no difference between the variances for the South Koreans and the Americans, $F(9,9) = 1.41$, ns.

The ability to test not only the means associated with data from different cultures, but also the variances, gives us more statistical tools with which we can formally test the influence of cultural response tendencies. When a researcher finds evidence that such tendencies are operating in the data set, the conclusions and interpretations about the findings should allow for these influences.

For comparison purposes, Table 2 provides another set of data from the same hypothetical experiment. You will see that the means are exactly the same as those shown in Table 1. In addition, the overall ANOVA findings are similar, as are the analytic, follow-up comparisons. The only difference between these two data sets is in the variability associated with the Russian data. The variance associated with the Russian data in Table 2 is larger than in Table 1. Thus, in these data there is no evidence for the cultural response sets in variability of response.5

Analysis of a Two-Factor Experiment

When cross-cultural data are obtained from a two-factor or multifactor experiment, the possibilities with regard to data analysis increase. Let's say, for example, that the study described previously was part of a larger study, and that another part of that study involved ten other subjects in each culture making similar ratings. These subjects, however, rated how important it was for them to share their things with strangers (remember, the first group of subjects rated the value of sharing things with family members). The data from this second group of subjects, as well as the ANOVA findings, are summarized in Table 3. As you can see, there are no significant differences among the American, Russian, and South Korean means in these data.

Actually, because the data in Table 3 are part of a larger experiment, as described earlier, we can combine all the data into a single data set, separated not only by culture, but also by the group being rated (family members or strangers). Thus, we can put all the data into a single table (Table 4), calculating descriptive statistics for each social group and then across both social groups.6

When there is evidence that cultural response sets may be operating and continuous data on the same type of rating from a two- or multifactor experiment are available, one option for

5There is still the possibility of cultural response sets evidenced in the means, however. Again, nothing can be done about that in this study.

6For the remainder of this example, we will be using the data from Table 2, which shows approximately equal variances in the data from all three cultures.
Table 3
Cultural Differences in a Questionnaire Rating: Strangers

<table>
<thead>
<tr>
<th>Culture</th>
<th>United States</th>
<th>Russia</th>
<th>South Korea</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>4</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>2</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>Means</td>
<td>2.00</td>
<td>1.80</td>
<td>1.90</td>
</tr>
<tr>
<td>sd</td>
<td>1.33</td>
<td>1.32</td>
<td>1.37</td>
</tr>
</tbody>
</table>

Analysis of Variance Summary Table

<table>
<thead>
<tr>
<th>Source</th>
<th>Sum of Squares</th>
<th>df</th>
<th>Mean Squares</th>
<th>F Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Culture (between groups)</td>
<td>.20</td>
<td>2</td>
<td>.10</td>
<td>.06</td>
</tr>
<tr>
<td>Error (within groups)</td>
<td>48.50</td>
<td>27</td>
<td>1.80</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>48.70</td>
<td>29</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Tables 6.21 and 6.22

Table 4
Combining the Data on Family and Strangers

<table>
<thead>
<tr>
<th>Culture</th>
<th>United States</th>
<th>Russia</th>
<th>South Korea</th>
</tr>
</thead>
<tbody>
<tr>
<td>Family</td>
<td>3</td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td>Means</td>
<td>3.20</td>
<td>4.80</td>
<td>4.50</td>
</tr>
<tr>
<td>sd</td>
<td>1.40</td>
<td>1.32</td>
<td>1.18</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Strangers</th>
<th>United States</th>
<th>Russia</th>
<th>South Korea</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>0</td>
<td>4</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>2</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>Means</td>
<td>2.00</td>
<td>1.80</td>
<td>1.90</td>
</tr>
<tr>
<td>sd</td>
<td>1.33</td>
<td>1.32</td>
<td>1.37</td>
</tr>
</tbody>
</table>

Overall Means 2.60
Overall sd 1.47

Thus, for example, the first score for the American data for family members was computed as follows:

\[ z = \frac{(X - \bar{X})}{sd} \]

\[ z = \frac{(3.00 - 2.60)}{1.47} = .27 \]
Table 5
Data Converted to Standardized Scores

<table>
<thead>
<tr>
<th></th>
<th>United States</th>
<th>Russia</th>
<th>South Korea</th>
</tr>
</thead>
<tbody>
<tr>
<td>Family</td>
<td>.27</td>
<td>1.35</td>
<td>.44</td>
</tr>
<tr>
<td></td>
<td>.96</td>
<td>.85</td>
<td>.99</td>
</tr>
<tr>
<td></td>
<td>.96</td>
<td>.85</td>
<td>.54</td>
</tr>
<tr>
<td></td>
<td>-.41</td>
<td>-.15</td>
<td>-.66</td>
</tr>
<tr>
<td></td>
<td>2.32</td>
<td>1.35</td>
<td>.44</td>
</tr>
<tr>
<td></td>
<td>.96</td>
<td>.85</td>
<td>.44</td>
</tr>
<tr>
<td></td>
<td>-.1.09</td>
<td>.85</td>
<td>1.54</td>
</tr>
<tr>
<td></td>
<td>.27</td>
<td>.85</td>
<td>.99</td>
</tr>
<tr>
<td></td>
<td>-.41</td>
<td>-.65</td>
<td>.99</td>
</tr>
<tr>
<td></td>
<td>.27</td>
<td>1.35</td>
<td>.44</td>
</tr>
<tr>
<td>Means</td>
<td>.41</td>
<td>.75</td>
<td>.71</td>
</tr>
<tr>
<td>sd</td>
<td>.95</td>
<td>.66</td>
<td>.65</td>
</tr>
<tr>
<td>Strangers</td>
<td>-.1.09</td>
<td>-.1.65</td>
<td>-.1.75</td>
</tr>
<tr>
<td></td>
<td>-.41</td>
<td>-.65</td>
<td>-.1.75</td>
</tr>
<tr>
<td></td>
<td>.27</td>
<td>-.65</td>
<td>-.11</td>
</tr>
<tr>
<td></td>
<td>.96</td>
<td>-.15</td>
<td>-.11</td>
</tr>
<tr>
<td></td>
<td>-.1.77</td>
<td>.35</td>
<td>-.66</td>
</tr>
<tr>
<td></td>
<td>-.41</td>
<td>-.1.65</td>
<td>-.1.21</td>
</tr>
<tr>
<td></td>
<td>-.41</td>
<td>-.1.15</td>
<td>-.1.21</td>
</tr>
<tr>
<td></td>
<td>-.1.77</td>
<td>-.65</td>
<td>-.11</td>
</tr>
<tr>
<td></td>
<td>.27</td>
<td>-.1.15</td>
<td>-.66</td>
</tr>
<tr>
<td></td>
<td>.27</td>
<td>-.15</td>
<td>.44</td>
</tr>
<tr>
<td>Means</td>
<td>-.41</td>
<td>-.75</td>
<td>-.71</td>
</tr>
<tr>
<td>sd</td>
<td>.91</td>
<td>.66</td>
<td>.75</td>
</tr>
<tr>
<td>Overall Means</td>
<td>.00</td>
<td>.00</td>
<td>.00</td>
</tr>
<tr>
<td>Overall sd</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
</tbody>
</table>

As you can see, we are using the overall mean from both data sets (2.60) and the overall standard deviation (1.47). This ensures that the data are standardized within the culture, keeping intact any within-culture differences.

In similar fashion, the remaining scores were standardized using the overall means and standard deviations from each respective culture. Because they are standardized scores, some are positive, some negative. Standardizing the data within each culture produces an overall mean of 0 and an overall standard deviation of 1, as seen in the bottom summary in Table 5. But, the standardization preserves any subgroup mean differences that exist, as shown in the subgroup descriptives for each culture.

We then recomputed the ANOVAs presented earlier, separately for family members and strangers, but this time on the standardized data in Table 5. The summaries of these analyses are presented in Table 6.

As you can see, neither of the analyses produced any statistically significant results. This is in contrast to the results found with raw scores. Remember, the raw score analyses produced cultural differences in the ratings for family members, with Russian and South Korean subjects giving significantly higher ratings than the Americans. When the scores are converted to standardized scores, however, and the analyses are repeated, the differences do not exist.

It is important to realize that this does not mean that one analysis is correct and the other is wrong. They are both equally valid, important, and interesting analysis plans. The raw score analyses indicate what the differences are in the original units that were measured. Although these measurements may be confounded by cultural response sets, they are important because these differences reflect what we would expect to see in actual behaviors or reports of ratings. The standardized score analyses, however, transform the raw data so that they reflect individual differences relative to their own culture. To understand and interpret the findings, it is crucial to recognize that standardized scores reflect the raw data but do so relative to culture.

In this example, the findings on the standardized data indicate that there are no differences between the cultures when the data are represented relative to their own average. The difference between the raw score analyses and the standardized score analyses reflect important considerations in how we are to
interpret cultural differences and the reasons that they exist. In this example, there really are no differences between the cultures when we consider the data relative to themselves.7

Standardizing data from multifactor, cross-cultural studies is generally a good idea, regardless of any evidence of cultural response sets. The only thing that we cannot test is the overall cultural differences in the means, because all the means are transformed to 0 by default. (That is why we cannot consider standardizing data from a single-factor experiment; all the means would be transformed to 0, and there would be nothing to test!) Other than that particular comparison, however, all other comparisons can be conducted. The only difference between these analyses and raw score analyses is that the standardized data have been "corrected" relative to themselves. Remember, to standardize data, the data must be obtained from a multifactor study and be on the same scale of measurement.

A final note about standardizing data to eliminate cultural response sets: The example provided here showed a difference in raw score analyses that disappeared in standardized analyses. This, of course, can and does happen with actual data. There are many possible outcomes. Findings may come and go; differences will disappear and reoccur. All possible permutations of findings between raw score and standardized data may be found. Again, there is not one right technique. Both are right. The important point is to make sense of the pattern of obtained results, especially if the results are different for raw as opposed to standardized scores.

Dealing with Cultural Response Set Influences on Nominal Data

Cultural response sets can affect not only continuous data from a cross-cultural study, but nominal data as well. The issues concerning nominal data, however, are slightly different.

Let's take an example a study conducted on cultural differences in communication when interacting with people of differing status (Tomlina, 1993). Subjects in different cultures were asked to respond to a questionnaire in which they were to report how they interacted with people of higher, lower, or the same status as themselves. The questions concerned introductions, clothing, verbal and nonverbal behaviors, disclosures of work-related behaviors, and disclosures of personal and family issues.

We have selected some questions from the study to demonstrate cultural response tendencies with nominal data. As you can see in Table 7, subjects were asked to check off as many items in each group of behaviors as they thought would apply to them. Although all these questions were asked of interactions with people of three different status levels, for demonstration
Table 7
Sample Questions Generating Nominal Data

Instructions: Please recall your most recent first encounter with someone else whom you did not know previously or you did not speak to previously and whom you perceived to be of higher status, such as superiors or bosses. The situation can be either a one-to-one setting or a small-group setting. In the case of a small-group setting, focus on one person. You may check multiple boxes for a single question. Please check off your responses.

Which of the following behaviors did you do during your encounter?

I. Distance and Posture
[ ] a. Sat or stood with a forward lean
[ ] b. Sat or stood straight back
[ ] c. Sat or stood with a backward lean
[ ] d. Sat or stood close to the other person

II. Work-Related Information
[ ] a. Mentioned where I work
[ ] b. Mentioned the kind of organization
[ ] c. Mentioned my company’s name
[ ] d. Mentioned my section/division/department
[ ] e. Mentioned my occupation in general
[ ] f. Mentioned the specific work I do
[ ] g. Mentioned how long I have worked for this company
[ ] h. Mentioned former jobs
[ ] i. Mentioned what I liked about my job
[ ] j. Mentioned what I dislike about my job
[ ] k. Mentioned what I dislike about my company
[ ] l. Mentioned mutual acquaintances we may have
[ ] m. Mentioned my future goals
[ ] n. Mentioned my opinion and feelings on issues

III. My Responsibilities
[ ] a. Did not talk about my responsibilities
[ ] b. Mentioned my responsibilities ambiguously
[ ] c. Understated my responsibilities
[ ] d. Mentioned my responsibilities objectively
[ ] e. Stressed my responsibilities
[ ] f. Someone else described my responsibilities for me

Table 8
Sample Frequency Data and Chi-Squares from the First Group of Questions

<table>
<thead>
<tr>
<th></th>
<th>United States</th>
<th>Hong Kong</th>
<th>Chi-Square</th>
</tr>
</thead>
<tbody>
<tr>
<td>a.</td>
<td>25</td>
<td>30</td>
<td>.45</td>
</tr>
<tr>
<td>b.</td>
<td>24</td>
<td>32</td>
<td>1.14</td>
</tr>
<tr>
<td>c.</td>
<td>37</td>
<td>12</td>
<td>12.76***</td>
</tr>
<tr>
<td>d.</td>
<td>41</td>
<td>15</td>
<td>12.07***</td>
</tr>
</tbody>
</table>

* * * p < .001

purposes here let’s assume that the ratings were made only in relation to interactions with a higher-status person.

The data generated from this questionnaire are basically dichotomous, nominal data. That is, respondents simply check off each behavior that describes what happened during their interactions. Thus, the basic data are dichotomous—checked or not checked. These data are fundamentally different from the rating scales described in earlier examples.

In the study, respondents from two cultures (say, the United States and Hong Kong) were asked to complete the questionnaires.8 The basic data in this study are frequencies—that is, the number of people that checked off each particular behavior. Differences between the two cultures can be tested using chi-square, computing it separately for each particular behavior. Table 8 shows the frequency data and chi-squares for the first set of questions on distance and posture. Note that these chi-square computations can be done on all the questions, not just the first group.

The data in Table 8 indicate that there were no differences between the Americans and Chinese on the first two questions. Significantly more Americans, however, checked off the last two questions of this group than did the Chinese. We might conclude that Americans are more likely than Chinese to sit or stand.

---

8Actually, in Tomioka’s (1993) study, the two cultures were the United States and Japan.
with a backward lean and closer to a higher-status person when interacting with that person.

But wait! These are not the only differences that may exist in the data set. Cultural response sets may also be producing other differences. With nominal data, cultural response sets may be seen in the tendency to check off the behaviors described. Some cultures may encourage respondents to check off many behaviors; in other cultures respondents may be more hesitant to respond on these types of scales. Differences observed on any single item or question may reflect not only actual cultural differences in behaviors, but also tendencies to check off more items when responding to such scales!

One way to check whether such tendencies exist would be to count the number of responses each subject gave to all the questions, and then to compare the average number of responses for one culture against that for another. If people of one culture, on the average, simply give more responses than people of another, then cultural response sets may be at work.

We did exactly that in our example. First, we counted the number of responses each person gave to the four questions from the first group of questions. Thus, each person can have a score from 0 (no item checked) to 4 (all items checked). Then we produced descriptive statistics (means and standard deviations) for these response scores across subjects for each culture. An ANOVA was computed on the response scores, using culture as a single, between-subjects independent variable. The results are reported in Table 9.

As you can see, the $F$ ratio was significant, indicating that the Americans had a significantly higher mean than did the Chinese. This is evidence of a possible cultural tendency to respond more freely on this type of questionnaire. Americans may simply check off more things, and the differences observed in Table 8 may actually reflect cultural differences in response tendencies as well as cultural differences in actual behavior.

---

Table 9
Response Data across Questions

<table>
<thead>
<tr>
<th></th>
<th>United States</th>
<th>Hong Kong</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean Responses</td>
<td>2.3</td>
<td>1.8</td>
</tr>
<tr>
<td>$sd$</td>
<td>1.1</td>
<td>1.2</td>
</tr>
</tbody>
</table>

Analysis of Variance Summary Table

<table>
<thead>
<tr>
<th>Source</th>
<th>Sum of Squares</th>
<th>df</th>
<th>Mean Squares</th>
<th>$F$ Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Culture (between groups)</td>
<td>6.27</td>
<td>1</td>
<td>6.27</td>
<td>4.71*</td>
</tr>
<tr>
<td>Error (within groups)</td>
<td>63.84</td>
<td>48</td>
<td>1.33</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>70.11</td>
<td>49</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*p < .05

Which interpretation is correct? Are there cultural differences in actual behavior, as reported in Table 8? Or are those differences merely differences in cultural response sets, as evidenced in Table 9? Well, the answer is that we don't know. It could be one, or the other, or both. The analyses that we have presented so far about this problem cannot determine unequivocally which is the "correct" interpretation.

As in the cases described earlier of cultural response sets in continuous data, the real goal of these analyses is to provide alternative hypotheses to explain cultural differences when we find them. If, for example, the data presented in Table 9 did not produce a significant $F$ ratio, then we could rule out possible cultural response tendencies. We could then determine that the differences observed in Table 8 are probably reflective of actual cultural differences. If the data indicate possible cultural response sets, however, then both hypotheses are viable until someone conducts other studies to tease out the effects of response sets on these types of judgments in these cultures. The bottom line for this study is that the analyses, if statistically significant, leave us with both possible hypotheses.
Cultural Influences on the Interpretation of Findings from Cross-Cultural Studies

We have already touched upon several issues concerning interpretations of cultural differences in cross-cultural research. As we saw earlier, the data analysis from a study may lend itself to more than one interpretation of the data. One interpretation may be that the differences are reflective of cultural differences in actual behavior. Another interpretation may be that those differences reflect cultural response sets. When interpreting and discussing results, the important thing to remember is to give equal consideration to both (and other) alternatives, finding weight for one or the other in other research. Although the exact nature of the difference may be ambiguous, in doing cross-cultural work we need to be able to tolerate this ambiguity, without falling into the trap of merely assuming that one interpretation is correct and not the other.

There are many other ways in which culture influences the interpretation of findings, specifically differences, in a cross-cultural study. Earlier in this book, we discussed how culture can bias the formulation of the research questions in a cross-cultural study. Culture can also bias the ways in which researchers interpret findings. Most researchers will inevitably interpret their data (whether from questionnaires, responses to a task, or something else) through their own cultural filters. Of course, this bias can affect the interpretation in varying degrees. Interpretation of group differences in means, for example, may simply indicate differences in degrees. If the mean response for Americans on a rating scale, for instance, is 6.0 and the mean for Hong Kong Chinese is 4.0, then one interpretation is that the Americans simply scored higher on the scale. Another interpretation may be that the Chinese are suppressing their responses.

The second interpretation is common. But how do we know the Chinese are suppressing their responses? What if the Americans are exaggerating their responses? What if the Chinese mean response of 4.0 is actually the more “correct” one, and the American mean is the one that is off? What if we surveyed the rest of the world and found that the mean for the rest of the world is actually 3.0, and that both the Chinese and the Americans inflated their ratings somehow? What if the differences oc-
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Tips for Conducting Your Own Cross-Cultural Study

After reviewing all the pitfalls and issues described in this book, you're probably wondering why anyone should conduct any type of cross-cultural research. You can probably find fault with all cross-cultural studies—in the formulation of the questions, the methodology, the data analysis, the interpretation. The picture looks pretty bleak.

Despite all these difficulties, however, we need to conduct cross-cultural studies. When we read about others' studies, not only do we need to find the problems and concerns that detract from the study; we also need to find all those things that are right with the study and glean from it everything that we reasonably can. Only by conducting and reviewing cross-cultural research can we learn about cultural influences on human behavior. We cannot postpone our studies until we can conduct the "perfect" study; if we do, we will be waiting a long, long time. We must continue to conduct cross-cultural studies, hopefully addressing the concerns and issues outlined in this book.

So now you're pumped up and eager to conduct your own cross-cultural study, right? Great! Of course, the first thing you should do is read, or reread, this book, and take from it whatever knowledge or information you can about conducting your study. In addition, here are some other concrete tips that you should consider.

1. Ask someone who is knowledgeable about the cultures you are trying to study to collaborate with you on your research. Even if you can't find a continuous collaborator, find some consultants who can give you advice, test your assumptions about what you are trying to do, and help you develop data analysis
plans and interpret the findings in ways that you may not have considered.

2. Get a full demographic assessment of all your subjects in all your cultures. All too often, we are comfortable about getting information only on age, gender, and perhaps ethnicity. In your study you should try to get as comprehensive a demographics assessment as possible, including these variables: place of birth and upbringing, religious backgrounds, occupation, socioeconomic status, and so on. All these social influences may confound the cultural groupings. It is important to be able to tease out effects due to these influences, even if it is impossible to control these factors absolutely.

3. Search for measures that have psychometric reliability and validity for all your subjects. Very few measures have been validated in different cultures. If the one you want to use has been, then use it. If not, you may want to do some method development prior to conducting your main study. That development could include pretesting measures, items, tasks, and so on. If you are developing your own questionnaire, give some thought to simultaneous parallel forms development in both cultures.

4. Run a pilot study. After you think you have determined everything you want to do in your study, translated all your protocols, and what not, run a small pilot study in both cultures before conducting the main study. After the pilot, engage your subjects in discussions about their experiences in the study. After that, sit down with your collaborators and discuss not only the efficacy of the procedures but also the reactions of the subjects. Make adjustments along the way.

5. Develop a “culture-free” analysis plan that involves raw score as well as standardized score analyses. Ask your collaborators to help you develop culture-free analysis plans. These plans should include cultural response sets and “slicing up” the data in many different ways, not only in ways that bias the results for one culture or another.

6. Have people of different cultural backgrounds check your interpretations of the data. This is also an important part of research. Your collaborators or consultants can aid in checking and eliminating value-laden interpretations that bias the findings toward one culture over another.

7. In designing your study and interpreting its results, give some thought to what kinds of underlying psychological dimen-

sions of culture produced, or should produce, differences. Most of the time, we are interested in conducting cross-cultural research because of our interest in a specific comparison involving one or more specific ethnic or racial groups. You should also consider underlying psychological dimensions of culture that produce differences in the cultures you are interested in as well as in others. Dimensions such as individualism versus collectivism and status differentiation are applicable to all cultures and ethnicities and can be especially helpful in planning studies and interpreting findings. Only in this way can we transform cross-cultural research from the mere accumulation of facts about different cultures to a general understanding of culture in its broadest sense.

We hope that these tips, along with the discussions throughout this book, will help you conduct meaningful cross-cultural research. Just remember, meaningful research is painstakingly detailed and complex. It might be easy to conduct studies that gloss over these issues, but what would they really say?
Conclusion

Research is the primary way by which academicians and scholars generate knowledge about the world. The knowledge that we find through the research process, and that is repeatedly found across a number of studies, is said to be replicated. Replicated findings and knowledge form the basis for what we know as "truth" about the world. It is this truth that is taught in schools (we hope), conveyed every day in the classrooms and in books.

As we have discussed here, however, that truth is bounded by the conditions, parameters, and limitations placed on it by the studies and research that produced the knowledge. All studies are bounded in some fashion by these parameters, whether decisions about those conditions are made consciously by the researchers or by default. This is true for research in all social sciences, regardless of field or discipline.

Thus, it is important for researchers, and for consumers of that research, to be aware of what types of conditions and parameters exist and how they limit the knowledge that is produced by research.

Cross-cultural research brings with it its own special set of issues concerning the conditions and parameters of research. Many of these issues are merely extensions of general research issues into the cross-cultural arena. Some issues, however, pertain solely to cross-cultural research. Regardless, in learning about knowledge generated from cross-cultural research, it is imperative to learn about these issues and to be a critical reader and evaluator of the cross-cultural literature.

There are so many issues that the critical reader needs to learn about that you might be wondering right now whether
any cross-cultural study can tell us anything. You may be thinking that there is always something that limits every cross-cultural study, that all studies have some imperfection.

Well, there is no perfect study; every study does have some kind of imperfection. But that does not necessarily mean that we cannot learn something from the study. The real question in thinking about and evaluating cross-cultural research is whether the flaws of a study so outweigh its procedures that they severely compromise the trust that you might place in its data. If a study is so compromised by problems that you don’t trust the data, then you shouldn’t believe the findings. But if a study’s problems are not so severe, then you should be able to glean from it information about cultural differences. If you can do this over a number of studies in an area, then they cumulatively or collectively may say something about that area, even though any single study may not.

This process of evaluating the merits of each and every study in terms of the trust you would place in the data, and then accumulating the bits and pieces of information across the studies you trust, is integral to learning about a field. These are the types of studies that we should learn from and should conduct in the future.
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